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When implementing the phase shifting profilometry to reconstruct an object, the object is always required to be
kept stable as multiple fringe patterns are required. Movement during the measurement will cause failed
reconstruction. This paper proposes a general model describing the fringe patterns with any three-dimensional
movement based on phase shifting profilometry. The object movement is classified as five types and their char-
acteristics are analyzed respectively. Then, by introducing a virtual plane, the influence on the phase value caused
by different types of movement is described mathematically and a new model including movement information is
proposed. At last, with the help of the movement tracking and least-square algorithm, the moving object is re-
constructed with high accuracy. The proposed method can remove the reference plane during the reconstruction
of the moving object, which extends the application range of the phase shifting profilometry. The effectiveness of

the proposed model is verified by the experiments.

https://doi.org/10.1364/A0.57.010364
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1. INTRODUCTION

Phase shifting profilometry (PSP) is one of the most popular
techniques for object surface reconstruction [1-5]. Multiple
sinusoidal fringe patterns (generated by the laser interference
or projector) with phase shifting are projected onto the object
surface and the phase information is employed to reconstruct
the object. Numerous algorithms are proposed to retrieve the
phase information [6-8]. However, since multiple fringe pat-
terns are utilized by the traditional PSP algorithms, the object is
required to be kept static. Errors will be introduced when the
moving object is measured.

Recently, the methods addressing the errors caused by the
movement in PSP attracted intensive attention. Flores ez 4.
proposed to reconstruct the object with straight line motion
based on PSP [9]. The sinusoidal fringe pattern and homo-
geneous light pattern in different channels (RGB channel)
are projected on the object surface. An iterative algorithm is
employed to retrieve the phase information. However, the
movement is limited in straight line movement. Liu ez a/. pro-
posed to reduce the motion-introduced phase error by estimat-
ing the motion between two subsequent frames [10]. The
method assumes the movement speed is constant within the
time of capturing two successive 3D frames. However, in
practice the assumption may not be satisfied when the speed
of projection and capture is low. Feng er 4l compensated

1559-128X/18/3610364-06 Journal © 2018 Optical Society of America

the motion error from three aspects: motion ripples, motion-
introduced phase unwrapping errors, and motion outliers [11].
However, the motion-induced phase shifts are assumed to be
constant for a single object, leading to the fail when the object
with rotation movement is reconstructed. In the author’s recent
publications, the moving object is reconstructed by analyzing
the relationship among the object movement, the phase value
on the object, and the phase value on the reference plane
[12—14]. At first, the movement is tracked and described math-
ematically; then, the relationship between the movement,
phase value on the object, and the phase value on the reference
plane is analyzed; at last, the influence caused by the movement
on the phase value is removed and the phase information is
retrieved with high accuracy. However, a reference plane is re-
quired during the measurement, which limits its applications.

In this paper, a general model for the moving object
reconstruction based on phase shifting profilometry is pro-
posed. The reference plane is removed during the measure-
ment. At first, the object movement is classified into five
situations and their characteristics are presented. Then, by
introducing a virtual plane, the influence caused by the five
types of movement on the phase value is analyzed respectively.
A general model describing the fringe patterns with movement
information is proposed. The real reference plane is not
required in the new model. At last, the phase information is
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retrieved by the iterative least-square algorithm. Please note that
the proposed algorithm is used for the rigid object and the
movement includes the translation movement in any direction
and rotation movement with the axis perpendicular with the
virtual plane.

This paper is organized as follows. Section 2 analyzes the
influence on the phase value based on the classification of
the movement types. The general model describing the fringe
pattern with movement is also presented. In Section 3, an iter-
ative least-square algorithm is described to retrieve the correct
phase value based on the general model. Section 4 shows the
movement tracking and its mathematics description. Section 5
presents the experimental results to verify the effectiveness of
the proposed algorithm. Section 6 concludes this paper.

2. MOVEMENT CLASSIFICATION AND
INFLUENCE ON PHASE VALUE

The typical structure for the measurement system employing
PSP is shown in Fig. 1. The system includes one camera and
one projector. The projector emits the sinusoidal fringe patterns
to the object surface and the camera captures the object from
another angle. Instead of using the reference plane, a virtual
plane is employed to analyze the influence on the phase value
caused by the movement. The virtual plane is vertical with the
capture direction of the camera and the intensity value of the
sinusoidal fringe pattern varies along the x direction. In Fig. 1,
the camera captures the fringe patterns from the point 4 on the
objectand point B on the virtual plane. As the points A and B are
projected by different rays of the fringe patterns, the phase values
are also different. The height of the object (distance from A to B)
is related to the phase difference between A and B.

A. Classification of the Movement

The object movement is classified as transform movement and
rotation movement. The transform movement is further
divided into three types based on the relationship between
the virtual plane and the movement direction, as shown in
Fig. 1. In Fig. 1(a), the movement direction is parallel with the
virtual plane. Compared with the virtual plane, the height
of the object (AB) does not change with the movement.
Therefore, the phase difference between the object and virtual
plane is also kept stable. The phase variation caused by the
movement is only related to the movement distance along
the x direction and all the points on the object have the same
variation. In Fig. 1(b), the movement direction is vertical with

Camera

Projector Projector

Movement
Direction

- _ Virtual
Plane

(a)
Fig. 1.
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Fig. 2. Measurement system with
(a) Measurement system of the rotation movement with the axis ver-
tical with the virtual plane; (b) measurement system of the rotation
movement with the axis non-vertical with the virtual plane.

rotation  movement.

the virtual plane. Compared with the virtual plane, the entire
object is lifted and all the points on the object have the same
height variation. Therefore, the corresponding phase variations
caused by the movement should also be the same for all the
points on the object. Figure 1(c) shows that the movement
direction is neither parallel nor vertical with the virtual plane.
The movement in Fig. 1(c) is the combination of the move-
ment in Figs. 1(a) and 1(b). Therefore, both of the influences
existing in Figs. 1(a) and 1(b) will appear in Fig. 1(c).

Figure 2 shows the situations when the object has rotation
movement. In Fig. 2(a), the object is rotated with the axis
which s vertical with the virtual plane. Still use the virtual plane
as the reference, the height of the object does not change with
the movement. However, a translation movement is introduced
for each individual point on the object and different points
have different movement distances. In Fig. 2(b), the rotation
axis is not vertical with the virtual plane. In this situation, both
the position of the object and the height value of each point on
the object are changed by the movement. Different from other
situations, the height variations are not constant, and different
points on the object have different values.

B. Influence Analysis of the Movement
For the traditional PSP, two issues will be introduced when the
moving object is reconstructed: (1) the object position among
the captured fringe patterns will be mismatched; (2) for the
same point on the object, the designed phase shifting value
among the fringe patterns will be violated. These issues can
be described mathematically as follows.

Assume N-step PSP is used and the captured fringe pattern
for the static object can be expressed as

Camera Camera

Projector

Movement T 4 Movement
Direction |9 Direction
=)
_ _Virtual \IB _ ) Virtual
Plane Plane

(b) ()

Measurement system with translation movement. (a) The measurement system with the translation movement in the x direction; (b) the

measurement system with the translation movement in the z direction; (c) the measurement system with the translation movement combining

Figs. 1(a) and 1(b).
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d,(x,y) = a+ b cos|p(x,y) + 2nn/N]
=a+ b cos2nfyx + P(x,y) + 22n/N], (1)

where d,(x,y) is the intensity value of the fringe patterns;
n=1,2,...,N denotes the n-th phase shifting image; « is
the background intensity and 4 is the modulation amplitude;
¢(x,y) is the object phase information to be calculated; £, is
the frequency of the fringe pattern; and ®(x, y) is the phase
difference between the object and virtual plane.

A point (x,y) on the object is moved to (£ #) and
&= f(xy), n=g(xy).f()andg(-) are the functions de-
fined by the rotation matrix and translation vector describing
the movement. When the object has the movement in Fig. 1(a),
the fringe patterns of the object after movement can be
described as

d, (&) = a+ b cos[p(&, ) + 2an/N]
=a+ b cos[p(x,y) + APV + 2an/N],  (2)

where (&, 1) is the intensity value of the fringe pattern after
movement; A®*7 = 27 f Ax, is the phase variation caused by
the movement in Fig. 1(a); and Ax, is the movement distance
(constant for all the points of the object) along the x direction.
As the height of the object keeps constant and only the position
of the object is changed by the movement, therefore compared
with Eq. (1), the phase value ¢(x,y) does not change and
AD*7V s introduced by the movement.

For the movement in Fig. 1(b), only the height of the object
is changed by the movement. The fringe pattern after move-
ment can be described as

d(&n) = a+ b cos|p(x,y) + AD* + 2an/N],  (3)

where A®? is the phase variation (constant for all the points of
the object) caused by the height variation.

The movement in Fig. 1(c) is the combination of the move-
ment in Figs. 1(a) and 1(b); therefore, we have

d (&) = a+ b cos|p(x,y) + AD*? + AD* + 27n/N].
()

From Egs. (2)—(4) it is clear that, for the translation movement
described in Fig. 1, the phase variation caused by the move-
ment is constant for all the points of the object.

The rotation movement in Fig. 2 introduces different influ-
ence on the phase value. In Fig. 2(a), the rotation axis is vertical
with the virtual plane. For a specific point on the object, the
height value does not change with the movement. However,
the point has the translation movement in the x -y plane.
Furthermore, different points have different translation move-
ments. Therefore, the fringe pattern with the movement in
Fig. 2(a) can be expressed as

d,(&n) = a+ b cos|(&n) + 22n/N]
=a+ b cos[p(x,y) + APV (x,y) + 27n/N],
®)

where AD*7(x,y) = 2z f,Ax is the phase variation caused by
the movement in Fig. 2(a) and Ax = & - x is the movement
distance along the x direction. Please note that, different from

Eq. (2), A®"™*7(x, ) is not constant for different points on the
object.

When the object has the rotation movement in Fig. 2(b),
not only the position of the object is shifted in the x - y plane,
the height value is also changed by the movement. The fringe
pattern with the movement in Fig. 2(b) can be expressed as

d (&) = a+ b cos|p(x,y) + APV (x,y) + AD*(x, )
+ 27n/N], (6)

where A®"*(x,y) is the phase variation caused by the move-
ment on the height direction. Different points on the object
have different A®*(x, y).

Equations (4) and (6) are the expressions describing the
fringe patterns with all kinds of translation movement and
rotation movement, respectively. Comparing Eqgs. (4) and (6),
it can be found that A®*7 and A®* are the special cases of
AD*V(x,y) and AD*(x,y) when the values are constant
among all the points on the object. Therefore, a general model
describing the fringe pattern with movement can be obtained as

4, (f ,(,9),8,(x,9)) = a+ b cos[p(x,y) + 27 f ) Ax,
+ ADZ(x,y) + 2an/N], (7)

where f(x,y) = x, g,(x,9) =, Ax; =0, ADF(x,y) = 0.

Based on the above derivation, the phase variation caused by
the movement can be seen as the phase shifting of the fringe
patterns. However, there are some differences between the two
situations. First, when the phase variation is introduced by the
movement, the object position is mismatched among the
multiple fringe patterns and the object tracking algorithm is
required. However, when the phase variation is introduced
by the phase shifting of the fringe patterns, the object position
keeps stable. Second, for the phase variation caused by the
phase shifting of the fringe patterns, as the phase shifting is
applied to the whole fringe pattern, the phase variation is
constant for all the points on the object. On the other hand,
for the phase variation caused by the object movement, differ-
ent points on the object may have different movement distan-
ces (such as the movement shown in Fig. 2), leading to the
phase variation from point to point.

3. PHASE RETRIEVAL

In Eq. (7), Jn(fn(x,y),gn(x,y)) can be obtained by the cap-
tured fringe patterns; f, can be obtained by the calibration of
the system [15]. @, b, ¢(x, y) are the same unknown parameters
with the ones in traditional methods. Ax, and A®"(x, y) are
the new unknown parameters introduced by the movement.
When the object movement is tracked, the Ax, can be obtained
by comparing the position of the object among the captured
images. However, A®"(x, ) is hard to obtain because the
height of the object is an unknown parameter which we need
to calculate. Assuming N-step PSP is employed and each
fringe pattern has M pixels, we have N equations and
MN + 3 unknown parameters in Eq. (7). The phase value is
hard to retrieve.

In order to obtain a conclusive result, only the movement in
Figs. 1 and 2(a) are considered in this paper. In Figs. 1 and 2(a),
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the height variation is constant among all the points on the
object. The fringe pattern can be described as

d,(f,(%.9),2,(69) = a+ b cos|p(x,y) + 2xfAx,
+ A®; + 27an/N]. (8)
Although A®?Z is still an unknown parameter, it can be seen as

the phase shifting error in each fringe pattern. The iterative
least-square algorithm described in [8] can be used to retrieve

the ¢(x, 7).
Step 1: Estimate ¢b(x,y) when an estimation of A®? is
obtained. The A®Z can be seen as zero in the first iteration.
Rewrite Eq. (8) as

d,(f,(5.9):8,(%.) = a + b coslg(x,y) + 1]
= a+ B(x,y) cos 7+ C(x,y)sin 7,

)
where 7=2nfAx,+ AD%+272n/N, B(x,y) = b cos ¢(x,y),
and C(x,y) = -b sin ¢(x, y). Assuming the captured fringe pat-
tern is a7 (x, ), the sum of the squared error for each pixel is

N
Stoy) =D [d,(f,(69).8,(60) - dy (e, ). (10)

n=1
The phase value is obtained by the least-square algorithm when
Eq. (10) is minimized:
P(x,y) = an”'[-C(x,y)/B(x,y)] (11)
Step 2: Estimate A®? with the obtained ¢(x, y) in step 1.
Rewrite Eq. (8) as
d,(f,(x,9),2,(.9) = a+ b cos[t’ + AD?]
=a+ B, cost + Cl,sint, (12)

where B, = b cos AD?, C, = -b sin AD?, and
' = p(x,y) + 2nf yAx, + 2xn/N. The sum of the squares

error in each frame is

Sy =Y Jd(f (508, (5 9) - Ay (13)

(x.9)

Similar with step 1, the least-squares algorithm is applied to
minimizing S;,, then A®? can be obtained by

A®? = tan”!'[-C,/B)] (14)

Repeat step 1 and step 2 until the convergence condition in

Eq. (15) is satisfied:
|((ADZ - ADHF) - (ADZ! - ADF* 1) < ¢, (15)

where £ is the iteration times and € is the accuracy requirement,

e.g., 1074, The detailed description can be found in [8].

4. MOVEMENT TRACKING AND
MATHEMATICAL DESCRIPTION

In order to implement the above phase retrieval algorithm, the
method proposed in [12] is employed to track the object move-
ment and calculate the rotation matrix and translation vector
describing the movement. A color camera is required, and the
red fringe patterns are projected. The fringe pattern informa-
tion can be found in the red component of the captured image.

Vol. 57, No. 36 / 20 December 2018 / Applied Optics 10367

In the blue component of the captured image, a pure object
image can be obtained as the red fringe patterns are “filtered
out.” Then, the scale-invariant feature transform algorithm is
implemented to track the object movement based on the pure
object image. The corresponding points between the object
before movement and after movement are also obtained. At
last, the singular value decomposition method is used to calcu-
late the rotation matrix and translation vector.

Assume {p;|i=1,...,N} are the feature points of the
object before movement and {q;|7 = 1,..., N} are the corre-
sponding points of the object after movement. /V is the number
of the corresponding point pairs and 7 is the number index. The
movement is described by the rotation matrix and translation
vector as the following:

q,=Rp,+T+vy, (16)

where R is the rotation matrix, T is the translation vector, and
7, is a noise vector. R and T can be obtained by minimizing

Eq. (17):

N
=3 g - (Rp, + T (17)
i=1

Define
1 N
P=y2 P P =P (18)
i=1
1 N
=y 4=9-9 (19)
i=1

Then we have

N
ST =3 lla) - Rp!I% (20)
=1

Therefore, the estimated value for the rotation matrix R can be
obtained by minimizing Y ? in Eq. (20); the estimated value

for the translation vector T is calculated by T = q' - Rp'.
Define the 3 x 3 matrix H as

N
H=> p/q". (21)
=1

Using the singular value decomposition algorithm to obtain
H = UAV7, the optimal rotation matrix R can be obtained
by the following:

(b)

Fig. 3. Mask used in the experiment. (a) The mask used in the ex-
periment; (b) the captured red fringe patterns of the object.
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Fig. 4. Object tracking result with the image in blue component
when the object has rotation movement.
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X (mm) 0 0 y (mm)

(b)

1500
1000
500
0

(c) (d)

Fig. 5. Reconstructed results with the traditional PSP and the pro-
posed algorithm. (a) The front view of the result with the traditional
PSP; (b) the mesh display of Fig. 5(a); (c) the front view of the result
with the proposed algorithm; (d) the mesh display of Fig. 5(c).

y (mm)
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R = VU7, (22)
and the translation vector is determined as
T=q -Rp. (23)

5. EXPERIMENTS

As the proposed method is not sensitive to the movement, this
paper employs five-step PSP to verify the effectiveness of the
proposed method. A mask shown in Fig. 3(a) is moved ran-
domly in three-dimension during the measurement [except
the movement in Fig. 2(b)]. In the first experiment, the object
is moved in the directions of x, y, z, and clockwise rotation,
respectively, from the first fringe pattern to the fifth fringe
pattern. In order to retrieve the movement information, the
method described in [12] is used to track the object. The
red fringe patterns as shown in Fig. 3(b) are projected onto
the object surface and a color camera is used to capture the
object with movement. The red channel of the captured image
(with the fringe pattern information) is used to reconstruct the
object and the blue channel (with the object movement infor-
mation) is used to track the movement. Figure 4 shows the
tracking result when the object has rotation movement.

The object is reconstructed with the traditional PSP algo-
rithm and the proposed algorithm, respectively. The results
are shown in Fig. 5. The results obtained by the traditional
PSP are shown in Figs. 5(a) and 5(b). It is apparent that sig-
nificant errors are introduced by the movement. Figures 5(c)
and 5(d) show the results of the proposed approach. The object
is reconstructed well, and the errors caused by the movement
are removed.

In the second experiment, the movements in Figs. 1 and
2(a) are completed separately to evaluate the performance of
the proposed method. The results are shown in Fig. 6. The
first row shows the reconstruction results based on the tradi-
tional PSP with the movement in Figs. 1(a)-1(c) and 2(a),
respectively. The second row shows the corresponding results
based on the proposed algorithm.

In order to evaluate the accuracy performance of the pro-
posed method quantitatively, the above experiment results

Fig. 6. Reconstructed results with the traditional PSP and the proposed algorithm for the movement in Figs. 1 and 2(a).
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Table 1. Comparison Results Between the Traditional
PSP and the Proposed Method

RMS Error RMS Error Number of the
Movement (Traditional (Proposed Iteration
Type PSP) Method) Cycles
Movement in 45912 mm 0.083 mm 7
Fig. 1(a)
Movement in 35.491 mm 0.079 mm 6
Fig. 1(b)
Movement in 55. 682 mm 0.084 mm 7
Fig. 1(c)
Movement in 87.993 mm 0.089 mm 7
Fig. 2(a)
Combination 72.381 mm 0.087 mm 8

movement in

Fig. 5

are compared with the result obtained by the traditional PSP
when the object is stable. The comparison results are shown in
Table 1. The root mean square (RMS) measurement error is
reduced significantly with the proposed method. In our experi-
ment, the number of the iteration cycles is less than 10.

6. CONCLUSION

This paper proposes a general model for the moving object
reconstruction based on phase shifting profilometry. The refer-
ence plane is removed when the moving object is reconstructed
with high accuracy. The object movement is classified into five
situations and the characteristics for each type of the movement
are analyzed. Then, by introducing a virtual plane, the influ-
ence on the phase distribution caused by the different types of
the movement is described mathematically and a new model
describing the fringe pattern of the object with any three-
dimensional movement is proposed. At last, the object is recon-
structed successfully by the iterative least-square algorithm. The
object is limited in rigid shape and the rotation movement
whose axis is non-vertical with the virtual plane is excluded.
With the proposed method, the reference plane is not required
during the measurement, which extends the application range

of the phase shifting profilometry.
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